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Outline

1. Figure out Boltzmann Machine (BM) and then RBM.

2. Study how RBM can serve as a generative model.

3. Study a couple of concepts regarding RBM.
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Boltzmann Machine (BM)

@

hidden units @ @ visible units
ho (B v
3

Represent relationship between nodes often via edges.

Suppose: All of the hidden and visible units are
arbitrarily correlated.



Boltzmann Machine (BM)

hidden units visible units

The above picture captures such arbitrary distribution:
P(h,v)
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Restricted Boltzmann Machine (RBM)

visible units

RBM is a simplified BM in which there is no edge
within hidden units as well as within visible units.
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Representation of RBM

Usually it is represented a bipartite graph.
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Property of RBM

Given the visible units, hidden units are independent:

d
P(hlv) = HP(hilv)



Property of RBM

Similarly: P(v|h) = | [ P(vi|h)

1=1


joker1251
fusion Learning 할 떄,

측정장비 1의 데이터를 h
측정장비 2의 데이터를 v 라고 하자,

이 때 하나의 데이터의 결측치가 있을때, RBM으로 matrix completion 할 수 있다.



2번째로, fake data 생성에 쓸 수 있는데,

h를 알아낸 다음에 h를 가지고 v 를 생성하는 것,
h는 real data로 학습시키고 인퍼런싱하여 fake data를 만들어낸다.
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Main role of RBM

Can serve as a generative model.

When only the visible units are available, can
generate hidden units via []el).



Use of RBMs in practice
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Probability distribution in RBMs?

In RBM, the description of probability distribution
requires one important concept:

Energy

10
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Energy

Energy is a key function that determines the
probability distribution.

It is denoted by F(v, h) and defined such that:
—FE(v,h)

A

€

P(v, h) =

where Z = > >1 Bi{wyfh)
v h

Interpretation:

Lower energy > more stable > more probable

11
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Energy of visible units

P(v) = ZIP(U, h) total probability law
h

—FE(v,h)

e
:zh: ~

Wish to find energy of v, say F(v), such that

6—E(fu,h) e—F(’U)

P =25 =3

F(v) = —log (Z eE<‘”’h)> Called “Free Energy”.

h
12
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How can RBM serve as a generative model?

d
How to compute: P(h|v) = | [ P(hi|v)?

1=1

In RBM, we define E(v,h) as:
_ bias w.r.t. hidden units € R

E(v,h) = =b'v—c'h—h'Wu
/ " weight matrix € R4*"
bias w.r.t. visible units € R"
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Computation of P(n[v) = | [ P(hilv)?

1=1

4 )
E(v,h) = =blv—c'h— "W
e—E(fU,h)
P(v, h) =
- Z y
P(v, h) P(v, h) e~ E(v,h)
P(h|v) = = — gy s
Po) S, P(0,h) 3, e B
ebTU—I—CTh+hTWU
— Zh 6beu—I—cTh—l—hTI/V'v
6cTh—|—hTWv Hj:1 ecihi‘|‘hiWiv |
— Zh eCTh—I—hTW’U — Zh 6(:Th—l—hTVVv W= I/I|/Z
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Binary case: P(hv) = | [ P(hi[v)?

1=1
]P)(hz‘,v) ~ 66¢h¢—|—h¢W¢’U
P(h; = 1|v) ~ et
P(h; = Olv) ~ ¢’
eci‘l'Wz"U
P(h; = 1jv) =
( ’,U) 1 _|_ ecz"|‘Wi’U

1
- 1 +eci—Wiv — O-(Ci + Wz?})
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Conditional probabilities

/( o) o hthT W Binary case:
P(hljv) = —
D ec ht W P(h; = 1|v) = o(c; + W;v)
6bT’U—|—UTWTh T
P(vlh) = = grororwr P(v; = 1|h) = a(bi + [W" i)
\ v

\

v

To compute this, need to figure out:

0 :=(W,b,c) parameters

How to train parameters @ ?
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Look ahead

Will study how to train RBM.
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