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Weight initialization &
techniques for training stability



Outline

1. Weight initialization
Xavier’s initialization
He's Initialization

2. Techniques for training stability
Adam optimizer
Learning rate decaying

Batch normalization
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Xavier’s initialization: Motivation

layer /

— 1

layer /

random initialization?

]

w




Copyright © 2021 Changho Suh @ KAIST. All rights reserve

Xavier’s initialization: Motivation

To see this “exploding problem”, consider:

o 1e—1]
Z wlj

A dynamic range of signals can be quantified via:

n¢—1]

ar (A1) = | 3wl
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Variance computation

Assumption:
var (247) =var [ 3 wila™" | (i) weights independent
= (i) input independent
. A 1] (iii) weights/input ind.
— var (w - ; ) )

1 (iv) zero mean

nlf—1] nle—1] 0 )
E { wlj _1])2} — (]E w[ejat[f_l]})
—1 j=1
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.
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Variance computation

=11 Assumption:
var (Zy]) = E [(w%?)%ff‘”)ﬂ (i) weights independent
(i1) input independent
_ (iif) weights/input ind.
= > E|@)?| @]
(iv) zero mean
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Exploding problem

o [e—1]

var ( ) Z var (wU) var (agﬁ_l])

1=1

Suppose: var( Eg 1]> =1, var (wgl;]) — 1]
Then: var (de]) = n[g_l]

As the network gets deeper, explode!
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Xavier’s initialization

o [e—1]
var (z% ]) = Z var (w%]) var (ay—l])
j=1
Suppose: var (ay—lg — 1
Idea: Set var (wm) — .
' L) ple=1]
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He’s initialization: Motivation

a[f] = ReLU(zy])

= max(0, zy])

() oo
Var aq —§var 21

e e . 1
Xavier’s initialization v, iid. ~N\ (0, >

nlf—1]

; AN [0—1]
var (o) = Lvar (al )
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He’s initialization

11



Copyright © 2021 Changho Suh @ KAIST. All rights reserved.

Techniques for training stability:
Adam optimizer
Learning rate decaying

Batch normalization
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Learning rate decaying

Three popular choices:

1. alt) =4 0<vy<1
1
o o) =
Vit
3 Oz(t)
0.5
0.25
0.125

» epoch
10 20 30 4() 13
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Batch normalization: Motivation

Turns out: Different signal scalings across distinct
layers incur training instability.

One prominent way to address this:

Batch normalization
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Batch
Recall the cost function used for gradient descent:
1 — | | | |
Y .— =N @100 0@ — (1 — D) 1oo(1 — 4
J(w'™) m;y og §'" — (1 —y'")log(1 — §'")

Issue: Computationally heavy for a large m.

Hence: In practice, use a chunk of examples,
called a batch.

batch1 batch2 | batch3
— _/

Y
mp examples
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Batch normalization

A hidden layer BN

1. Normalization component-wise

2. Customized’scaling

DO O0OO000 OO

OO0 00®E

v, 8 € R"(learnable parameters)
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Look ahead

Will study:

hyperparameter search

cross validation
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